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65 Structural Capacitance in Protein Evolution and Human Diseases. Journal of Molecular Biology, 2018,
430, 3200-3217. 4.2 3
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Scientific Reports, 2017, 7, 5755. 3.3 17
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80 A Fast Trust-Region Newton Method for Softmax Logistic Regression. , 2017, , 705-713. 3

81
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207 Early abandoning and pruning for elastic distances including dynamic time warping. Data Mining and
Knowledge Discovery, 0, , 1. 3.7 7


