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Workflows. , 2021, , . 1

110 Emerging Frameworks for Advancing Scientific Workflows Research, Development, and Education. ,
2021, , . 1

111 Dynamic Task Shaping for High Throughput Data Analysis Applications in High Energy Physics. , 2022, , . 1

112 Experience With A Literate Approach to Computer Science. , 2006, , . 0

113 GEMS: User Control for Cooperative Scientific Repositories. Computer Communications and
Networks, 2011, , 57-87. 0.8 0

114 Expanding Tasks of Logical Workflows Into Independent Workflows for Improved Scalability. , 2014, , . 0

115 Balancing push and pull in Confuga, an active storage cluster file system for scientific workflows.
Concurrency Computation Practice and Experience, 2017, 29, e3834. 2.2 0

116 Report on the first workshop on negative and null results in eScience. Concurrency Computation
Practice and Experience, 2017, 29, e3908. 2.2 0

117 Scaling up a CMS tier-3 site with campus resources and a 100 Gb/s network connection: what could go
wrong?. Journal of Physics: Conference Series, 2017, 898, 082041. 0.4 0

118 A First Look at the JX Workflow Language. , 2018, , . 0

119 MAKER as a Service: Moving HPC Applications to Jetstream Cloud. , 2018, , . 0

120 Deploying and extending CMS Tier 3s using VC3 and the OSG Hosted CE service. EPJ Web of Conferences,
2019, 214, 03035. 0.3 0

121 Coordination of Access to Large-Scale Datasets in Distributed Environments. Chapman & Hall/CRC
Computational Science, 2009, , . 0.5 0

122 Accelerating Comparative Genomics Work ows in a Distributed Environment with Optimized Data
Partitioning and Work ow Fusion. Scalable Computing, 2015, 16, . 1.0 0


